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#### Abstract

In this paper a finite difference method for solving 2-dimensional diffusion equation is presented. The method employs Crank-Nicolson scheme to improve finite difference formulation and its convergence and stability. The obtained solution will be a recursive formula in each step of which a system of linear equations should be solved. Given the specific form of obtained matrices, rather than solving the problem in each step using conventional iterative methods, a closed-form solution is formulated.
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## 1 Introduction

Analytical solution of partial differential equations (PDEs) can be laborious or impossible in many cases, particularly when the domain of the problem is complex. Therefore, various numerical methods (e.g., finite difference methods, finite element methods, boundary

[^0]element methods, ...) have been developed to solve PDEs. These numerical methods are different in their complexity of formulation, rate of convergence, accuracy, and numerical stability. Specifically, finite difference methods are considered among the simplest numerical methods (i.e., in terms of formulation) that are extensively used for solving PDEs. Finite difference methods, however, are inferior to other numerical methods for the rate of convergence. As such, advanced algorithms like Crank-Nicolson method [1, 2] have been developed and used (e.g., wave, heat, and Laplace equations) to improve the conventional finite difference solutions. Crank-Nicolson method is an implicit finite difference method that is numerically stable and uses a time step of second order accuracy.
Sweilam et al. (2012) and Jankowska (2012) used Crank-Nicolson method to solve time fractional diffusion equation and one-dimension heat equation with Robin boundary condition, respectively [5, 8]. Also, Crank-Nicolson method has been used to by Umair et al. (2017) to solve two-dimensional fractional sub-diffusion equation [10].

When employing Crank-Nicolson method to solve, for instance, wave equation of first order, implicit equations involving three different time steps are obtained. As such, to find unknown of the problem in a specific time step, we need to know it in the other two earlier time steps. Therefore, it is convenient to find unknown of the problem in the first two time steps using another method and then apply Crank-Nicolson method to solve the problem in other time steps. The unknown of the problem at the beginning is found using the initial condition and at the next step is found using a method like Backward difference. While using Crank-Nicolson method, matrices of tridiagonal form are gained solution of which is obtained using Gauss-Seidel or Thomas algorithms.
In following sections we first elaborate on formulating diffusion equation using CrankNicolson method and then, given the specific form of obtained matrices, develop a closedform solution for this equation using eigenvalues and eigenvectors [3, 4, 6, 7, 4,

## 2 Finite Difference Formulation of Diffusion Equation

Developing a simple algorithm for the vibration analysis of global near-regular mechanical systems from available vibration solution of their corresponding regular A wide range of diffusion equations can be solved using analytical solutions (e.g., separation of variables, integral transformation, etc.). However, in more complicated cases numerical solution techniques are required to solve the problem. For instance, the problem systems

$$
\begin{align*}
& \alpha^{2} u_{x x}=u_{t}, \quad(0<x<L, 0<t<\infty) \\
& u(0, t)=p(t), \quad(0<t<\infty)  \tag{1}\\
& u(L, t)=q(t), \quad(0<t<\infty) \\
& u(x, 0)=f(x), \quad(0<x<L)
\end{align*}
$$

is difficult to be solved using analytical solutions if $p(t)$ and $q(t)$ are not constant, but can readily be solved using a numerical solution like finite difference method.

Discretizing the problem using grid points and approximating $u_{t}(x, t)$ and $u_{x x}(x, t)$ as

$$
\begin{align*}
& u_{t}(x, t) \approx \frac{u(x, t+\Delta t)-u(x, t)}{\Delta t} \\
& u_{x x}(x, t) \approx \frac{\frac{u(x+\Delta x, t)-u(x, t)}{\Delta x}-\frac{u(x, t)-u(x-\Delta x, t)}{\Delta x}}{\Delta x} \tag{2}
\end{align*}
$$

result in finite-difference approximation as follows

$$
\begin{equation*}
U_{j, k+1}=r U_{j-1, k}+(1-2 r) U_{j, k}+r U_{j+1, k} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
r=\alpha^{2} \frac{\Delta t}{(\Delta x)^{2}} \tag{4}
\end{equation*}
$$

Using Eq. 3 we can calculate U (time $\mathrm{k}+1$ ) at a grid point as a linear combination of U's at the preceding time $(\mathrm{k})$. As the equations are decoupled, the method is computationally efficient. However, the finite difference method (2) is convergent and stable only if $\Delta t$ and $\Delta x$ satisfy the equation

$$
\begin{equation*}
r=\alpha^{2} \frac{\Delta t}{(\Delta x)^{2}} \leq \frac{1}{2} \tag{5}
\end{equation*}
$$

Satisfying the condition in Eq. 5 may result in high computational cost if we choose a small $\Delta x$, for the sake of accuracy, that in turn requires a very small $\Delta t$ (i.e., many time steps). To remove such a restriction, the finite difference formulation can be modified.

## 3 Implicit Finite Difference Method: Crank-Nicolson Formulation

In construction of Eq. 3 we have approximated $u_{x} x(x, t)$ using Eq. 2. However, this is not the only possible way of approximation of $u_{x} x(x, t)$. For instance, if we use some weighted average over the time interval, we will have

$$
\begin{align*}
& u_{x x}(x, t) \approx(1-\theta) \frac{u(x+\Delta x, t)-2 u(x, t)+u(x-\Delta x, t)}{(\Delta x)^{2}} \\
& +\theta \frac{u(x+\Delta x, t+\Delta t)-2 u(x, t+\Delta t)+u(x-\Delta x, t+\Delta t)}{(\Delta x)^{2}} \tag{6}
\end{align*}
$$

where $\theta$ is a number in interval $[0,1]$. The finite difference formulation will be

$$
\begin{align*}
& \alpha^{2}\left[(1-\theta) \frac{U_{j-1, k}-2 U_{j, k}+U_{j+1, k}}{(\Delta x)^{2}}+\theta \frac{U_{j-1, k+1}-2 U_{j, k+1}+U_{j+1, k+1}}{(\Delta x)^{2}}\right]  \tag{7}\\
& =\frac{U_{j, k+1}-U_{j, k}}{\Delta t}
\end{align*}
$$

which will reduce to Eq. 3 for $\theta=1$. It can be shown that if $\theta \geq \frac{1}{2}$, Eq. 7 is both convergent and stable for all values of $r>0$ (i.e., the condition in Eq. 5 is discarded). If we set $\theta=\frac{1}{2}$, we will have

$$
\begin{align*}
& -r U_{j-1, k+1}+2(1+r) U_{j, k+1}-r U_{j+1, k+1}=r U_{j-1, k}+2(1-r) U_{j, k}+r U_{j+1, k} \\
& j=1,2, \ldots, N-1 \quad \text { and } \quad k=0,1,2, \ldots \tag{8}
\end{align*}
$$

that is the Crank-Nicolson scheme. Expressing Eq. 8 in matrix form and moving boundary and U values from step k (i.e., $U_{( }(, k)$ ) to the right hand side of the matrix equation lead to

$$
\begin{aligned}
& {\left[\begin{array}{ccccc}
2(1+r) & -r & & \cdots & 0 \\
-r & 2(1+r) & -r & & \vdots \\
& -r & \ddots & -r & \\
\vdots & & -r & 2(1+r) & -r \\
0 & \cdots & & -r & 2(1+r)
\end{array}\right]\left[\begin{array}{c}
U_{1, k+1} \\
U_{2, k+1} \\
\vdots \\
U_{N-2, k+1} \\
U_{N-1, k+1}
\end{array}\right]=} \\
& {\left[\begin{array}{c}
r p_{k+1}+r p_{k}+2(1-r) U_{1, k}+r U_{2, k} \\
r U_{1, k}+2(1-r) U_{2, k}+r U_{3, k} \\
\vdots \\
r U_{N-3, k}+2(1-r) U_{N-2, k}+r U_{N-1, k} \\
r U_{N-2, k}+2(1-r) U_{N-1, k}+r q_{k+1}+r q_{k}
\end{array}\right]}
\end{aligned}
$$

or in a compact form

$$
\begin{equation*}
\mathbf{A U}_{\mathrm{k}+1}=\mathbf{c} \tag{10}
\end{equation*}
$$

Now starting with $k=0$, we can solve the matrix equation for unknowns in the first time step (i.e., $U_{1,1}, U_{2,1}, \ldots, U_{(N-1,1))}$. Then setting $k=1$ and solving the matrix equation, the next line of unknowns is found (i.e., $\left.U_{1}, 2, U_{2}, 2,, U_{( } N-1,2\right)$ ). The procedure is repeated until unknowns in all time steps are calculated [2]. The conventional method of solving Eq. 10 is through an iterative algorithm outlined below:

1. Rewriting A and matrix equation as

$$
\begin{align*}
& A=\left[\begin{array}{ccccc}
2(1+r) & 0 & & \cdots & 0 \\
0 & 2(1+r) & 0 & & \vdots \\
& 0 & \ddots & 0 & \\
\vdots & & 0 & 2(1+r) & 0 \\
0 & \cdots & 0 & 2(1+r)
\end{array}\right]+  \tag{11}\\
& {\left[\begin{array}{ccccc}
0 & -r & & \cdots & 0 \\
-r & 0 & -r & & \vdots \\
& -r & \ddots & -r & \\
\vdots & & -r & 0 & -r \\
0 & \cdots & & -r & 0
\end{array}\right]=2(1+r) \mathbf{I}+\mathbf{A}^{\prime}}
\end{align*}
$$

and

$$
\begin{equation*}
\left[2(1+r) \mathbf{I}+\mathbf{A}^{\prime}\right] \mathbf{U}_{\mathbf{k}+1}=\mathbf{c} \tag{12}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{U}_{\mathrm{k}+1}=\frac{1}{2(1+r)} \mathbf{c}-\frac{1}{2(1+r)} \mathbf{A}^{\prime} \mathbf{U}_{\mathrm{k}+1} \tag{13}
\end{equation*}
$$

2. Setting an initial approximation as $\mathbf{U}_{\mathbf{k}+1}^{0}=\frac{1}{2(1+r)} \mathbf{c}$ and obtaining a solution

$$
\begin{equation*}
\mathbf{U}_{\mathbf{k}+1}^{1}=\frac{1}{2(1+r)} \mathbf{c}-\frac{1}{2(1+r)} \mathbf{A}^{\prime} \mathbf{U}_{\mathbf{k}+1}^{0} \tag{14}
\end{equation*}
$$

3. Repeating the procedure to define an iterative algorithm

$$
\begin{equation*}
\mathbf{U}_{\mathrm{k}+1}^{\mathrm{n}+1}=\frac{1}{2(1+r)}\left[\mathbf{c}-\mathbf{A}^{\prime} \mathbf{U}_{\mathbf{k}+1}^{\mathrm{n}}\right] \quad \text { and } \quad n=0,1,2, \ldots \tag{15}
\end{equation*}
$$

It can be shown that the solution in Eq. 15 converges to exact solution of $\mathbf{A U}_{\mathbf{k}+1}=\mathbf{c}$. However, due to the iterative nature of the algorithm, achieving an accurate enough solution can be time-consuming. In the next section an efficient closed-from solution for Eq. 10 is presented.

## 4 Closed-Form Solution of $\mathbf{A U}_{\mathrm{k}+1}=\mathbf{c}$ in Implicit Finite Difference Method

Eigenvalues and eigenvectors of a tridiagonal matrix, of dimension $\mathrm{N}-1$, of the form

$$
M=\left[\begin{array}{ccccc}
b & c & & \cdots & 0  \tag{16}\\
a & b & c & & \vdots \\
& a & \ddots & c & \\
\vdots & & a & b & c \\
0 & \cdots & & a & b
\end{array}\right]
$$

are calculated [4, 8] using

$$
\begin{align*}
& \lambda_{n}=b+2 \sqrt{a c} \cos \frac{n \pi}{N} \quad \text { and } \quad n=1,2, \ldots, N-1 \\
& v_{j}^{n}=\rho^{j-1} \sin \frac{n j \pi}{N} ; \rho=\sqrt{\frac{a}{c}} ; j=1,2, \ldots, N-1  \tag{17}\\
& v^{n}=\left[v_{1}^{n}, v_{2}^{n}, \ldots, v_{N-1}^{n}\right]^{t}
\end{align*}
$$

Therefore, for matrix A we will have

$$
\begin{align*}
\lambda_{n} & =2(1+r)+2 r \cos \frac{n \pi}{N} \quad \text { and } \quad n=1,2, \ldots, N-1 \\
v_{j}^{n} & =\sin \frac{n j \pi}{N} \quad \text { and } \quad j=1,2, \ldots, N-1  \tag{18}\\
v^{n} & =\left[v_{1}^{n}, v_{2}^{n}, \ldots, v_{N-1}^{n}\right]^{t}
\end{align*}
$$

Since A is a symmetric matrix (of dimension $N-1$ ), its eigenvectors ( $v^{1}, v^{2}, \ldots, v^{(N-1)}$ ) provide an orthogonal basis for $\mathrm{N}-1$ space. Therefore, we can expand $\mathbf{U}_{\mathrm{k}+1}$ and c in terms of $\left(v^{1}, v^{2}, \ldots, v^{(N-1)}\right)$ basis:

$$
\begin{equation*}
\mathbf{U}_{\mathrm{k}+1}=\sum_{i=1}^{N-1} a_{i} v^{i} \quad \text { and } \quad c=\sum_{i=1}^{N-1} c_{i} v^{i} \tag{19}
\end{equation*}
$$

where $c_{i}$ 's are known (i.e., can readily be computed)

$$
\begin{equation*}
c_{i}=\left(v^{i}\right)^{t} c \tag{20}
\end{equation*}
$$

and $a_{i}$ 's are our unknowns that should be computed through substitution in $\mathbf{U}_{\mathbf{k}+1}=\mathbf{c}$

$$
\begin{equation*}
\mathbf{A} \sum_{i=1}^{N-1} a_{i} v^{i}=\sum_{i=1}^{N-1} c_{i} v^{i} \tag{21}
\end{equation*}
$$

where we can write

$$
\begin{equation*}
\mathbf{A} \sum_{i=1}^{N-1} a_{i} v^{i}=\sum_{i=1}^{N-1} a_{i} \mathbf{A} v^{i}=\sum_{i=1}^{N-1} a_{i} \lambda_{i} v^{i} \tag{22}
\end{equation*}
$$

We can now re-express Eq. 21 as

$$
\begin{equation*}
\sum_{i=1}^{N-1} \lambda_{i} a_{i} v^{i}=\sum_{i=1}^{N-1} c_{i} v^{i} \tag{23}
\end{equation*}
$$

Because $v^{i}$ 's are linearly independent (they form a basis), we will have

$$
\begin{equation*}
\lambda_{i} a_{i}=c_{i} \rightarrow a_{i}=\frac{c_{i}}{\lambda_{i}} \quad \text { and } \quad i=1,2, \ldots, N-1 \tag{24}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\mathbf{U}_{\mathrm{k}+1}=\sum_{i=1}^{N-1} \frac{c_{i}}{\lambda_{i}} v^{i}=\sum_{i=1}^{N-1} v^{i} \frac{c_{i}}{\lambda_{i}}=\sum_{i=1}^{N-1} \frac{v^{i}\left(v^{i}\right)^{t}}{\lambda_{i}} c \tag{25}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
\mathbf{U}_{\mathrm{k}+1}=\sum_{i=1}^{N-1} \frac{\left[\sin \frac{i \pi}{N}, \sin \frac{2 i \pi}{N}, \ldots, \sin \frac{(N-1) i \pi}{N}\right]^{t}\left[\sin \frac{i \pi}{N}, \sin \frac{2 i \pi}{N}, \ldots, \sin \frac{(N-1) i \pi}{N}\right]}{2(1+r)+2 r \cos \frac{i \pi}{N}} c \tag{26}
\end{equation*}
$$
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