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ABSTRACT ARTICLE INFO

selecting an efficient project portfolio among avail-
able projects is a vital decision for any project man-
ager. The main questions are which projects can have
more long-term benefit for manager or organization.
Due to the complexity of this field of research, todays
so many approaches are developed for project selec-
tion. Calculation time and the quality of result are two
main criterion that almost all researchers have consid-
erate on them. In this research a new hybrid genetic
algorithm with new heuristic mutation and cross over
are developed to choosing a good portfolio of avail-
able projects Presented algorithm is fast and effective
to reach the good result in reasonable time. Finding
a good point to start as initial population and using
good operator a heuristic mutation and cross over are
main points of our algorithm.
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1 Abstract continued

To check the quality of results we compare developed algorithm with some recent
ones in the literature and comparison studies and statistical calculation demonstrate
the efficiency of the new genetic algorithm to select a good portfolio.

2 Introduction

Selecting process is an important issue in our life. Also in management science select-
ing a good choice between all available options is a vital expectation of a manager. A
project manager always face with the selection between projects. Selection models (or
guidelines) help managers pick winners from a pool of projects. Screening models are
numeric or nonnumeric and should have:

• Realism: reflect constraints and organizational goals

• Capability: widely useable, robust

• Flexibility: easy to modify

• Ease of use: useable by many organizational members

• Cost effectiveness

• Comparability

The project selection decision belong to the multi decision criteria scope and there are
several criterions to select the best portfolio between all available projects. In the real
world this field of study called as NP hard problem based on its complexity [9, 12].
Problems can be categorized into two main classes of P and NP based on the com-
putational theory. Problem of complexity class of P can be solved by a deterministic
algorithm in polynomial time. Then it is relatively easy to solve. Minimum spanning
tree, shortest path problems, maximum flow network, maximum bipartite matching,
and linear programming continuous models are belonging to P class. Problem of com-
plexity class of NP can be solved by a nondeterministic algorithm in polynomial time.
A decision problem belonging to NP is NP complete if all other problems of class NP
are reduced in polynomial time. NP-hard problems are optimization problems whose
associated decision problems are NP-complete. Most of the real-world optimization
problems and many academic popular problems are NP-hard. Project selection is an
example of of NP hard problems [4, 9]. All models only partially reflect reality and
have both objective and subjective factors imbedded. For NP-hard problems prov-
ably efficient algorithms do not exist and therefore meta-heuristics in pure and hybrid
structure have wide applications to solve this kind of problems. There are so many
approaches to project screening as:
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• Checklist model

• Simplified scoring models

• Analytic hierarchy process

• Profile models

• Financial models

• Heuristics and meta-heuristics

The systematic process of selecting, supporting, and managing the firm’s collection of
projects. Portfolio management requires:

• decision making,

• prioritization,

• review,

• realignment,

• reprioritization of a firm’s projects.

A meta-heuristic is a higher-level heuristic designed to find, generate, or select a heuris-
tic that may provide a good solution to an optimization problem by combining intelli-
gently different concepts for exploring and exploiting the search space especially with
incomplete or imperfect information or limited computation capacity [11].

3 Literature review

Both qualitative and quantitative criteria are considered n project selection methods
[10]. In the real world, there are many criteria affected to selection process. Therefore,
this problem in real size can be categorized in NP hard and using heuristic and meta-
heuristic approach can be effective to solve them.
One of the pioneer works in this area is due to Carazo et al. (2010) that developed a
multi-objective model for portfolio project selection with the set of objectives pursued
by the organization [2]. Scatter search based meta-heuristic was used to solve their
problem. Genetic algorithm as a powerful meta-heuristic used by Nikkhahnasaba and
Najafi (2013) to select a good portfolio and they considered the net present value of
the project portfolio as an objective function [9]. They used almost a basic genetic to
solve their problem. Interactive based heuristic approach developed by Nowak (2013)
to solve a single portfolio in each iteration [10].
Another meta-heurist in this area is ant colony like what Fernandez et al.(2015) was
used to solve multi-objective project portfolio optimization problem [6]. They also
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used almost the basic approach but focused a fuzzy outranking preference model. Es-
fahani et al. (2016) solved project selection problem by considering a new definition of
modern portfolio theory [5]. They developed a novel heuristic based on search spaces.
Multi objective optimization is considered by Brester et al. (2017). They used island
meta-heuristic to solve their problem [1].
Teaching-learning-based optimization based meta-heuristic developed by Kumar et al.
(2018) they focused on the benefit of portfolio to select the best projects [7]. Risk has
week consideration in their research. Variable neighborhood search is widely applied
for heuristic and meta-heuristic approaches like what Panadero et al. (2018) developed
in their research [12]. They considered simulation-optimization algorithm to solve the
project selection problem. Multi-objective problem is another wide issue in this field
of research. Tofighian et al. (2018) modeled project selection problem based on net
profit of portfolio but tried to take multi objective into account. Genetic algorithm
was a meta-heuristic that they used [13].
Multi-criteria decision-making model is used by Davoudabadi et al. (2019). They
considered linear and fuzzy approaches for project selection problem [3].
To reach more studies in this field readers can refer Mohaghehgi et al. (2019) that
reviewed wide researches on project portfolio selection area [8].
Keys to Successful Project Portfolio Management are

• Flexible structure and freedom of communication

• Low-cost environmental scanning

• Time-paced transition

Genetic is adaptable with above factors and as it can observed in the literature, genetic
have wide consideration in project selection problem and it stimulated us to develop
one agile genetic to solve the problem and reach a good portfolio.
In this research we develop one novel genetic algorithm based on novel mutation and
cross over for the project selection problem.

4 Mathematical symbols and Model

At first parameters of the model must be defined.
Ri : expected return of project i
ri : estimated risk of project i (total weight of of all kind of risks)
ci : total cost of project i
B: in-hand budget
Nmax, Nmin: maximum and minimum number of projects allowed in the portfolio (if
applicable).
Vmax: upper level of acceptable risk (project manage or investor must determine)
Rmin: lower level of expectable return (project manage or investor must determine)
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n: total number of available projects
T : total number of time periods
Ii : binary decision variable
Based on the parameters, mathematical model can be defined.

maxR =
n∑
i=1

Ri × Ii (1)

minV =
n∑
i=1

(ri × Ii) (2)

Subject to:
n∑
i=1

ci ≤ B (3)

R ≥ Rmin (4)

V ≤ Vmax (5)

Nmin ≤
n∑
i=1

Ii ≤Nmax (6)

Ii =
{

1 if project i is selected
0 if project i is not selected

i = 1, 2, . . . , n (7)

Equation (1) maximize average expected of return of portfolio. Equations (2) min-
imize overall risk of portfolio. We assumed that investors are risk averse, meaning
that given two portfolios that offer the same expected return, investors will prefer the
less risky one. Thus, an investor will take on increased risk only if compensated by
higher expected returns. Conversely, an investor who wants higher expected returns
must accept more risk. The exact trade-off will be the same for all investors, but differ-
ent investors will evaluate the trade-off differently based on individual risk aversion
characteristics. Equations (3) to (5) are about maximum available budget, minimum
expected return of portfolio and maximum acceptable risk of portfolio. And equation
(7) is about binary parameter.

5 THE NEWGENETIC ALGORITHM

Developed genetic algorithm is based on heuristic mutation and heuristic cross over
that make our algorithm more quick and efficient. At first one pool of initial solution
is generated and each chromosome moves toward the better solution in various search
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Figure 1: The order crossover operator

spaces. We used variable neighborhood search to cover approximately all spaces. Bel-
low steps are done to generate the initial solution.
Set Ii=0 for i=1,2,. . .n
For i=1: n
Used random integer generator to earn k (integer between Nmin and Nmax)
For j=1: k
Extract one project among available ones that has more expected return of min esti-
mated risk. Eliminate it from available projects and put it to Ii
End for
End for
Extract all Ii i=1,2,. . .n
After extracting all initial solution, they are evaluated by the fitness function as follow
(weighted arithmetic mean of two presented objective):

Fitness Functionk (FFk) = w1 ×R−w2 ×V (8)

Project manager or investor must determine w1 and w2 based on their preferences. It
is clear that sum of them must be equal to 1.
Heuristic mutation and order crossover operations are described in figure 1 and 2.
In figure 1, two portfolios (called 1 and 2) are selected by random. The number of
projects in each portfolio maybe different (N1 and N2). One random integer called g
is selected between 1 and n=min(N1 and N2) and in new earned portfolio, g projects
are selected from portfolio 1 and others are selected from portfolio 2. It is clear that
the size of portfolio is maximum size of its parent. First position of first project in
portfolio 1 is selected by random but must be less that its size minus g and others are
selected respectively. If one project is repeated in new portfolio it is must be replaced
by random. Figure 1 illustrate this operator. In figure 1, projects numbered 5, 9 and
12 are selected from portfolio 1 and projects numbered q, 13 and 15 are selected from
portfolio 2 to earn a new portfolio. It can be seen the size of new portfolio is equal to
maximum size of its parents (6).
In heuristic mutation operator, one portfolio is selected by random and one random
integer called n is selected between 1 and the size of portfolio. n projects are selected
from portfolio by random and replaced by available projects to earn some new port-
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Figure 2: The heuristic mutation operator

folios (m portfolios). Best portfolio based on fitness function (FF) is extracted from all
portfolios. Figure 2 illustrate this operator. In this figure, 3 projects are replaces to
earn new portfolio. Finally first earned portfolio are the best based on FF.
Heuristic operators can enrich genetic to find better offspring in acceptable time like
what done by Mirabi (2014). This performance stimulate us to use this approach.
Now we can illustrate the new genetic algorithm as follow:
m: number of initial portfolios
n: number of iterations to earn new portfolio
Generated m initial portfolios by random
Select the best portfolio based on the fitness function and called it as commander (com-
mander = arg max (fitness))
For i=1:n
Generate some new portfolios randomly by heuristic mutation of commander or order
crossover between commander and one other portfolio.
If new portfolio passes all constraints, compare it with commander based on FF. If
new portfolio is better than it (based on fitness function) called it new commander
and replace it with the worst portfolio in the group.
End for
Select the commander as the best for the final solution.

6 COMPARISON STUDY

There are many researches about project selection in the literature but for compari-
son stud we need some researches that is adaptable with our problem. Two work are
extracted from the literature. Variable neighborhood search or VN by Panadero et al.
(2018) and taboo-search algorithm or TS by Kumar et al. (2018). The reason of this is
about to compatibility of their research to what we developed. In this section we are
going to compare our algorithm with these two capable algorithms from the literature.



204 M. Mirabi / JAC 53 issue 2, December 2021, PP. 197 - 208

100 construction projects are considered. Nmin is set to 5, 10, 20 and 30 and also Nmax
is set to 50, 70, 80 and 100. PM index is used for comparison study.

PM =
Heusol −Bestsol

Bestsol
(9)

Heusol is FF of a given algorithm and Bestsol is the most FF among all algorithms. The
MATLAB is used to cade all algorithm. For fair comparison, all methods are run 10
independent times. Stopping criterion is the number of iteration. As total, 16 class of
problem and 160 problem instances are obtained.
Min, Max and the average PM of each algorithm are given in Table 1. For time compar-
ison between algorithms, the average time to solve 10 instances are given. In Table 1
“Min” columns in subscript, show the the number of instances that Heusol was equal to
the Bestsol . As show in Table1, New Genetic Algorithm (NGA) have better performance
based on PM value.

Table 1: comparison of PM values between all algorithms (times are in second)
Class
of
prob-
lem

Nmax Nmin NGA VN TS

Min
PM

Average Max
PM

Min
PM

Average Max
PM

Min
PM

Average Max
PM

PM Time PM Time PM Time
1 50 5 07 0.06 1.00 0.14 06 0.02 1.81 0.04 01 0.16 1.95 0.18
2 50 10 08 0.03 1.10 0.11 05 0.07 1.82 0.15 02 0.10 2.76 0.14
3 50 20 04 0.06 2.22 0.13 04 0.03 2.73 0.08 0.04 0.07 5.41 0.19
4 50 30 05 0.06 5.01 0.08 03 0.03 4.08 0.05 02 0.05 8.42 0.12
5 70 5 09 0.01 1.46 0.00 05 0.02 2.12 0.06 01 0.03 2.53 0.10
6 70 10 09 0.02 1.58 0.09 03 0.08 2.85 0.15 02 0.08 4.80 0.13
7 70 20 08 0.01 3.23 0.18 03 0.05 2.92 0.05 0.02 0.02 9.26 0.08
8 70 30 06 0.03 6.08 0.06 05 0.07 5.12 0.16 02 0.12 13.34 0.22
9 80 5 08 0.05 1.55 0.14 03 0.08 2.88 0.12 01 0.09 3.37 0.14
10 80 10 09 0.03 2.58 0.15 04 0.03 3.50 0.07 02 0.13 6.55 0.21
11 80 20 07 0.00 4.22 0.02 03 0.03 4.12 0.06 0.03 0.06 9.12 0.09
12 80 30 08 0.01 6.35 0.02 06 0.04 6.21 0.10 0.02 0.06 14.17 0.20
13 100 5 07 0.03 2.12 0.10 04 0.09 3.06 0.10 02 0.14 3.41 0.23
14 100 10 06 0.07 2.68 0.19 03 0.08 4.45 0.12 0.03 0.07 6.75 0.15
15 100 20 06 0.01 3.59 0.04 04 0.11 5.52 0.19 0.02 0.04 7.96 0.22
16 100 30 07 0.01 8.59 0.09 06 0.03 7.68 0.08 0.05 0.06 15.17 0.23

ANOVA test is a powerful statistical test to check that differences are statistically sim-
ilar or not. The ANOVA procedure tests these hypotheses:
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H0: µ1 = µ2 = µ3 , all results are the same
H1: two or more results are different
With the α = 0.05 significance level, computations are shown in Table 2.

Table 2: ANOVA test for all methods
Some of
Square
(SS)

Degree
of free-
dom
(df)

Mean
Square
(MS)

VR F

Between
groups(or
”Factor”)

437739.15 3 177321.579.1 2. 7

Within
groups(or
”Error”)

2621778.55108 21724.67

Total 2294438.20111

In Table 2 VR=9.1>F=2. 7, as a result, differences in Table 1 are not the same. Based
on information in Table 1, NGA and VN have better performance based on PM. For
deep comparison between them, it must be seen that the differences between results
(FF) are statistically significant or not. For this, the hypothesis that the population
corresponding to the differences has mean (µ) zero can be tested; specifically, test the
(null) hypothesis µ = 0 against the alternativeµ > 0. It is assumed that the differences
between solutions (FF) is a Normal variable, and choose the significance level α = 0.05.

If the hypothesis is true, the random variable T = (X1 −X2)/
√

(S2
1 /n1) + (S2

2 /n2) has a t
distribution with:
υ = (S2

1 /n1 + S2
2 /n2)2/( (S2

1 /n1)2

n1−1 + (S2
2 /n2)2

n2−1 ) degrees of freedom. The critical value of c is
obtained from the relation Prob(T > c)= α = 0.05. Table 3 shown the results. For
example, the first row of Table 3, corresponds to the sample size=n1 = n2 = 10, µ0=0,
sample mean for NGA and VN areX1 = 62.86and X2 = 63.86 respectively. Sample
standard deviation for NGA and VNS are S1 = 2.37and S2 = 2.61 respectively. Since
t = 1.73 > 0.9, we conclude that the difference is not statistically significant.
Based on Table 3 NGA outperformed VN in 68.7% of all classes and all of differences
are statistically significant and VN outperformed NGA in 31.3% of all classes that in
all cases, differences are statistically significant except one.
For deep comparison between NGA and VN Tukey honestly significance difference test
can be used. It is a strong statistical tool to check significance by computing confidence
interval similarly to the confidence interval for the difference of two means, but using
the q distribution which avoids the problem of inflating α:

x̄i − x̄j ± q (α,r,dfw)

√
MSw

2
×
(

1
ni

+
1
nj

)
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Table 3: Detail comparison between NGA and VN. Ave:Average, FF: fitness function,
SD:Standard deviation, Sig:Significant. Each class contains 10 independent instances

Class
of
prob-
lem

Nmax Nmin Ave. FF or (X) Ave. SD or
(S)

T υ t Sig.

NGA VN NGA VN
1 50 5 62.86 63.86 2.37 2.61 -0.90 18 1.73 NO
2 50 10 57.67 60.45 2.49 2.78 -2.36 18 1.73 Yes
3 50 20 75.02 63.44 2.16 2.28 11.66 18 1.73 Yes
4 50 30 75.5 56.89 2.69 3.49 13.36 17 1.74 Yes
5 70 5 71.24 47.94 2.95 3.23 16.85 18 1.73 Yes
6 70 10 83.65 59.92 2.64 2.74 19.74 18 1.73 Yes
7 70 20 70.44 61.47 4.30 4.92 4.34 18 1.73 Yes
8 70 30 60.64 68.65 4.59 4.40 -3.98 18 1.73 Yes
9 80 5 72 65.00 4.21 4.46 3.61 18 1.73 Yes
10 80 10 82.3 65.97 3.77 4.58 8.71 17 1.74 Yes
11 80 20 87.09 64.23 4.21 3.91 12.59 18 1.73 Yes
12 80 30 77.99 62.97 3.59 4.30 8.48 17 1.74 Yes
13 100 5 63.42 67.99 4.83 4.97 -2.08 18 1.73 Yes
14 100 10 76.85 58.52 5.18 6.43 7.02 17 1.74 Yes
15 100 20 68.3 62.17 6.27 6.96 2.07 18 1.73 Yes
16 100 30 72.7 87.12 4.58 5.39 -6.45 18 1.73 Yes

Table 4 summarized the outputs of this test.

Table 4: Tukey test results for NGA and VN
x̂NGA − x̂VNS Critical qq(α,r,dfW ) 95% Conf

Intervalfor
µHGA−µLA

Significantat 0.05?

Min Max
NGA-VNS 75.34 3.65 -59.12 61.15 Yes

Table 4 demonstrated that NGA outperforms VN.

7 CONCLUSION

In this research we developed one new genetic algorithm by heuristic mutation and
cross over for project selection problem. Presented method is based on genetic algo-
rithm meta-heuristic therefore, we called it as new genetic algorithm (NGA). Initial
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population is generated and some portfolios are gained with the size between Nmin
and Nmax and the best portfolio called commander. Each child (earned by mutation or
crossover) challenge commander to substitute with worst member of solutions and be
a new commander. After finite number of iterations, the best solution (commander) is
the final solution. For the verification test, we compared developed algorithm with two
recent developed algorithms in the literature as VN and TS. Based on the comparison
study, NGA works very competitive to portfolio selection problems.
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