
 

ABSTRACT  ARTICLE INFO 
Web recommender systems provide the most 
appropriate recommendations by analyzing user’s 
navigation behavior. This recommender system can 
be considered in different cases, such as e-
commerce, search engines, etc. The aim of the 
proposed approach is to create users’ profiles and 
find their common navigation patterns implicitly. 
The web log file is utilized to analyze browsing 
history and discover users' navigation models. This 
research used K-means for the clustering and a 
neural network is designed for classification, along 
with the recommended Markov  model. The novelty 
of this research is considering a threshold for the 
proposed Markov model. The efficiency (accuracy 
and precision) of the proposed method is confirmed 
in a test case. 
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1  Introduction 

Web recommender systems provide the most appropriate recommendations by analyzing user’s 
navigation behavior, and helping web users to access their favorite pages from a wide range of 
options. The analysis of user’s navigation behavior is done using web mining methods, with web 
usage mining being the most common method and widely used method for extracting user’s 
behavior patterns from log files. Web personalization based on web mining consists of two main 
steps. In the first step, which is done offline, the system is trained by using data taken from users’ 
behavior on the web, this training helps access’s patterns and extract user models. In the second 
step, which is done online, the extracted model from the first step is used to interpret and compare 
users’ navigation patterns and recommendations are provided based on this comparison. The goal 
of web personalization based on web usage mining is to recommend a set of objects to the current 
user, including links, ads, text, products, etc., with an orientation towards the user’s preferences 
and interests [1]. There are several types of recommender systems used to provide 
recommendations to users. These are some of the main types of recommender systems, and often, 
a combination of approaches is used to enhance recommendation accuracy and diversity. 
Information filtering or recommender system (RS) has become essential and important in social 
network applications and electronic commerce. Websites like Amazon and YouTube have used 
recommender systems to suggest personalized products and services. Useful advice can cause user 
adherence [2]. Web mining is divided into three parts: Web usage mining captures user’s activities 
and searches user’s behavior and navigation patterns. Web structure mining discovers knowledge 
from hyperlinks, including outlinks and inlinks of web pages. Web content mining extracts web 
page contents including text, images, etc. [3]. Web usage mining is the most common and widely 
used method for extracting users' behavior models from these files. Web usage mining focuses on 
techniques that can predict users' behavior while interacting on the web. The main task of web 
usage mining is to retrieve useful information from the cache of usage profiles of web servers 
based on user searches. The neural network is composed of interconnected processing units called 
neurons. The connection of the neurons is established using link. The value of these links is called 
the connection weights [4]. After building the mean vector of each cluster, the neural network is 
used to find most similar cluster to the user's session in the online phase. When entering the current 
user session, it can be detected through a trained neural network that which cluster this session 
belongs to. In fact, the mean vector of each cluster is considered as the input of the neural network 
and the number of the most similar cluster to the current user session is considered as the output 
of the neural network. Then appropriate pages are recommended to users by utilizing the neural 
network for the classification of users, and then the Markov model inside the clusters. Obviously, 
it is expected that the Markov process considers sequence of visited pages by users. In other words, 
a new user visits a relevant page with respect to the created tree by the Markov model. The usage 
of Markov models is for analyzing and discovering user’s navigation patterns and these states show 
pages while the links between states show the transition probability [5]. Today, a large number of 
pages are observed on the web. Users get confused between these different pages. Therefore, it is 
necessary to design a recommender system that suggests appropriate pages based on users' 
behavior. A recommender system is a technology that provides users with more accurate 
recommendations, but since users have different needs, the accuracy of the recommendation alone 
is not enough for the recommender system. Our proposed method provides greater accuracy and 
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precision. In the present research, we propose a hybrid recommender system based on the Markov 
process, utilizing web usage mining and neural network. Initially, user behavior on the web is used 
to implicitly generate their features in the form of a profile. These features encompass the date of 
page visits, the frequency of page visits within a session and the duration of the user's presence on 
the page.  In the next step, users are clustered. The optimized k-means cluster is used to cluster user 
sessions. Then, the neural network is used to train clusters, and the Markov model is used to correct 
pages suggested to users. The Markov process is expected to consider the sequence of pages that 
users visit. In other words, the new user who enters will see the related page according to the 
pattern created by the Markov model. Compared to previous researches, in this study expresses: 

 We represent an optimized clustering, to reduce the overhead of offline modeling, 
runtime, and computational costs. 

 We use the neural network to find the most similar cluster to the user session in the 
online phase, which can perform a task with high complexity with better confidence. 

 We present the proposed Markov model, and accurately predict the next page visited 
by considering the threshold. 

 Our solution improves the accuracy and precision of the recommender system by 
providing a proposed model. 

Overall, the web usage mining, Markov models, and neural networks in a recommender system 
aim to provide personalized, accurate, and engaging recommendations. The advantages of 
incorporating a usage threshold for Markov models: 

1. Improved Accuracy: By setting a usage threshold, the Markov model can ensure that it has 
sufficient data or observations to make reliable predictions. This leads to increased accuracy in the 
model's outputs, as it avoids making premature or erroneous predictions based on limited data. 

2. Enhanced Predictive Capabilities: A usage threshold allows the model to capture and analyze a 
significant amount of relevant data. As a result, the Markov model becomes more effective in 
capturing patterns, dependencies, and transitions, leading to improved predictive capabilities. 

3. Resource Optimization: By establishing a usage threshold, resources can be allocated efficiently. 
It prevents unnecessary processing and training of the model when data is insufficient or when the 
model is not yet adequately trained. This optimization of resources is particularly important in 
scenarios where computational power and time are limited. 

4. Decision Confidence: With a usage threshold, decision-makers can have greater confidence in 
the predictions derived from the Markov model. They can rely on the model once it has surpassed 
the usage threshold, knowing that been trained on enough data to generate reliable insights. 

5. Scalability: The usage threshold facilitates the scalability of the Markov model. As more data 
becomes available and the model accumulates a higher usage count, it becomes more robust and 
adaptable to new patterns and scenarios. This scalability is beneficial when dealing with evolving 
data and changing prediction requirements. 

This present research is organized as follows, In Section 2, the required background is represented. 
Related works is introduced in section 3. The proposed method is described in section 4. In section 
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5, two criteria for estimating the proposed method are explained, also, in section 6, the evaluation 
of suggested method along with a discussion is represented. Finally, Section 7, concludes the paper 
and future works. 

2 Background 

Web mining is an interdisciplinary field consisting of data mining, statistics, machine learning, 
information retrieval, and network analysis. 

It aims to address the challenges of extracting knowledge from web-related data, including web 
pages, links, user behavior, and other web-related entities. 
Web mining is used for massive web data warehouses [6]. Web mining includes analysis of web 
server logs where data mining is used for finding relationships in large amounts of data. There are 
approximately three model discovery domains, that are related to web mining: Web content 
mining; web structure mining; and web usage mining [7]. 

Web usage mining is also known as log mining, which extracts patterns of interest in web access 
logs. The web personalization process based on web usage mining involves three steps: pre-
preparation, pattern discovery, and recommendation [8].  
The recommender systems are divided into two main types: personalized recommender systems 
and non-personalized recommender systems. Personalized recommender system models Extract 
user’s profile information and history to generate recommendations. In contrast, the non-
personalized recommender system generates a list of offers based on their popularity. Hence, all 
users receive a similar type of recommendation [9]. Personalized Recommender systems are 
classified into two groups: collaborative filters and content-based filters. Collaborative filters use 
a filtering method based on user items analysis or log of previous purchases [10]. 

 

3 Previous works 

In this section, we categorize the recommender systems based on different techniques. 

 

3.1 Previous works 

In [11], the users on the site are clustered, and then users are placed on the same navigation path 
in the same cluster. The clustering approach is model-based, and web users are categorized 
according to the order of web page request [11]. The research [12] focuses on providing real-time 
dynamic recommendations for all website visitors regardless of whether they are registered or not 
registered [12]. In research [13], a bitwise view is given for web pages with large but scattered 
web data, then the display can be used with bitwise serial or parallel association algorithms [13]. 
A new clustering method using k-means ++ is offered for web source codes [14]. In this research, 
architecture is provided to integrate information about the products with web log data and generate 
a list of recommended products by using the LCS algorithm [15]. In this research, it assumed that 
users with similar behaviours have similar interests in an item, then hierarchical clustering 
technology is used to cluster users according to their profiles [16]. In research [17], Clustering of 
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users is used to reconstruct a user-item bipartite network, which is significantly improved as 
network density [17].  

 

3.2 Recommender system based on association rules  

In research [18], a personalization framework is offered using a combination of methods traditional 
personalization system. To discover object association’s rules, similar users of web object access 
data [20]. This research recommends a new clustering method called the HBM algorithm for user 
clustering based on time-based framed browsing sessions [19]. The established rules are based on 
the evaluation support, confidence, and lift criteria. According to final predictions, being interested 
in pages is essentially dependent on lift and support criteria, while confidence results in an equal 
amount on all pages [20]. The research [21] presents a recommendation system for online course 
learners. The recommender system proposes learning resources, such as relevant lessons, using 
association rules, content filtering, and collaborative filtering in formal online courses [21]. In 
research [22], the original data is cleared and pre-processed. Then, the association rules model, 
law model, and user value analysis model are used. Then, an Apriority algorithm is used to analyze 
the relationships between the user's previous access records and the user group of the K-means 
algorithm. Finally, the results of the experiment show that the output of association rules and the 
clustering analysis are meaningful [22].  

 

3.3 Recommender system based on association rules  

In this research, a new version of the web page recommendation model in web mining based on 
the KNN page ranking algorithm is introduced [23]. The purpose of this research is to identify the 
user's interest behavior and not the user's interest behavior classification [24]. In research [25], the 
recommender system uses a similarity measurement in KNN memory based on collaborative 
filtering techniques [25]. The mantle algorithm, which is a type of traditional genetic algorithm, is 
employed to determine the structure. It utilizes local search to expedite the attainment of an optimal 
response. Genetic algorithms are designed to explore the search space, while the local search 
explores the neighborhood of each solution generated by the genetic algorithm to find improved 
solutions [26]. In research [27], a new recommendation algorithm called the joined session-based 
context-aware recommendation model is proposed. This model involves mapping contextual 
information into low-dimensional real vector features and integrating them into a recommendation 
model based on recurrent neural networks [27]. This paper proposes a method that combines 
Recurrent Neural Network (RNN), Reinforcement Learning (RL), and Generative Adversarial 
Networks (GANs). By employing RL, the research leverages users' immediate feedback and 
simultaneously utilizes GAN to generate the necessary training data for RL [28]. In research [29], 
eight machine learning models are applied to different datasets from various domains to evaluate 
their performance and compare the results. The findings indicate that session-based KNN (SKNN) 
and its variants show promising results compared to other techniques [29]. In research [30], the 
focus is on exploring user-item relationships with multiple types of behaviors. The authors propose 
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a new approach called the multi-behavior graph neural network (MBRec), which takes into 
account diverse interaction patterns and interdependencies among different behavior types. The 
framework employs a graph-structured learning approach to model high-order connectivity in a 
behavior-aware user-item interaction graph [30].  

 

3.4 Recommender system based on Markov model 
 

In study [31], profiling a web user in big data is examined. To improve the efficiency of profiling, the 
concept of contextual credibility is proposed. Human knowledge is represented by Markov logic statements. 
The MagicFG method is applied in an online aminer.org system to profile millions of researchers [31]. The 
research of [32] suggests a new hierarchical Markov model to identify changes in user referrals over time 
using latent text modeling [32]. In research [33], a collaborative recommender system for BI interactions is 
presented, and its advantage is the identification of user's interest. Users' interests are gained through the 
intent to interaction with the BI system [33]. In research [34] a recommendation framework is presented 
that takes into account the dynamics of user preferences. An approach based on Hidden Markov Model 
(HMM) is proposed to identify change points in a sequence of user interactions that reflect significant 
changes in preference according to the sequential behavior of all users in the data [34]. The research of [35] 
obtains accuracy of the Markov OP using updates from activity diagrams in maintenance and development 
of application [35]. In research [36], different types of datasets are used for analysis, the effectiveness of 
the hybrid model is compared using parameters such as accuracy, prediction, incorrect prediction [36]. A 
three-stage approach to GRS is devised, involving: 1) the utilization of three binary matrix factorization 
methods, 2) the development of an influence graph incorporating assertiveness and cooperativeness as 
personality traits, and 3) the application of an opinion dynamics model to achieve consensus [37]. To 
address these issues, this study proposes a collaborative filtering model that incorporates user and item 
feature information, along with ratings, to estimate preferences [38]. The research of [39] introduces the 
concept of intentions, which consist of categories and actions, to address these data issues. The intention-
aware Markov chain-based sequential recommendation model (IMRec) is offered [39]. 

 

3.5 Hybrid Recommender system  
 

In research [40], Markov models and the Bayesian theorem are combined, so that a two-level 
prediction model is designed [40]. In research [41], a hybrid model of the neural network and 
hidden Markov model is presented for time-sensitive systems [41]. In study [42], a Deep Learning 
model named RHMM was introduced for recommender systems. It incorporates the Hidden 
Markov Model and Artificial Neural Networks [42]. A personalized tourism recommendation 
system offers convenient and affordable travel information to individuals and also groups [43]. 
This study focuses on an e-commerce intelligent recommendation system (IRS) based on deep 
learning. Firstly, the overall design of the e-commerce recommendation system is presented, 
including the functional modules and system architecture of the e-commerce IRS [44]. This 
research aims to assess the effectiveness of deep learning networks and deep transformer models 
in review-based recommender systems [45]. The paper discusses research trends and future 
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directions, concluding that POI recommender systems based on deep learning hold promise as a 
focus for future work in this field [46]. 

 The brief summary for section related works is shown in Table 1: 

 

Table 1.  Comparison of parameters used in related work 

Ref. Accuracy Precision Recall F-measure Coverage 

Aghdam, et al., 2018 - √ √ √ - 

Cheriyan, et al., 2017 √ - - √ √ 

Drushku, et al., 2018 √ - - - √ 

Eskandanian, et al.,2019 √ - - - - 

Gu, et al,2018 - √ √ √ - 

Jindal, et al.,2019 √ - - - - 

Karami, et al.,2017 √ - - - - 

Khalil, et al., 2006 - √ - - - 

Lopes, et al., 2015 √ √ √ - - 

Narvekar, et al., 2015 √ √ - - - 

Sneha, et al., 2011 - √ √ √ - 

Wang, et al., 2020 - - - - √ 

Xiao, et al., 2017 - √ √ √ - 

Yongqin, et al., 2018 √ - - √ - 

Nigam, et al., 2020 √ - - - - 

Djellali, et al.,2020 - √ - √ - 

Nan, et al.,2022 √ - - - - 

Zhao, et al.,2022 √ - - - - 

Abolghasemi, et al.,2022 - √ - - - 

Pujahari, et al.,2023 √ - - - - 

Safavi, et al.,2022 - √ √ - - 

 

4 The Proposed method  

The presented method is a web usage-based web mining. Therefore, the recommender of this 
research is created as follows: First, web logging is preprocessed, and then user sessions are 
extracted from the dataset. A session vector is created in this step, and then an algorithm is used to 
cluster users' sessions. A classification algorithm is used for data training, and then the 
recommended Markov model is applied considering the threshold for prediction of web pages. The 
preprocessing operation is performed on the web log file and user sessions are extracted. To create 
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user sessions, three features of frequency, date, and duration of attendance at the session are applied 
to weighting the pages, and user sessions are divided into vectors with weighted pages. Because 
the ratio of the importance of frequency rate and duration of visit’s page are equal, Therefore, the 
harmonic mean of these two metrics is used for weighting the pages.  

The following two rules are considered to identify the session: 
 
A. Rule of thirty minutes: If the total of user input is less than one minute, it is considered as a 

session. 
 
B. Rule of Ten minutes: If rule 1 is not set, it should be considered a session  until the time distance 

between any request is less than ten minutes. 
 
Users usually do different activities at a period, and they may do multiple searches and activities 
at a period. Therefore, it is necessary to analyze the user's behavior in more detail. Because recently 
accessed web pages show users new interests better than previously visited pages. For this reason, 
to create a profile according to the sequence of access to web pages, increment linear weight is 
given to pages, and pages related to the latest user’s sessions have a higher coefficient than 
previous sessions. Proposed method is shown in Figure 1: 

 
 

 

 

 

 

 

 

 

 
Figure 1.  Proposed method 

The use of common K-means methods increases the modeling overhead in the offline phase. 
Therefore, the optimized K-means algorithm is used to cluster the sessions. The initial clusters are 
randomly generated. Different results are obtained for each execution time of the K-means 
algorithm with different values of k. By selecting different values for k and analyzing the results, 
the best number of clusters is obtained per k=30. For this number of clusters, the accuracy of the 
result increases. The output of this step is the mean vectors of each cluster, which is considered as 
one of the main inputs of the neural network.    
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4.1 Pre-processing web logs  

Pre-processing operation is done on web logs to identify user sessions. Dataset mining, data 
cleansing, user identification, and session identification are performed during this operation. This 
research used two NASA datasets and the University of Saskatchewan (UOFS) dataset. Details of 
this datasets are presented in Table 2. 

Table 2.  Details of data set used our research 

UOFS NASA  

2408625 1891714 Total log records 

172984 118718 Total sessions 

5.5 6.4 Average of session length 

5423 1005 Number of pages 

1995/6-12 1995/7 Dataset date (year/month) 

 

4.2 Session clustering 

K-means is used as a clustering strategy to reduce the training set; thus, it reduces algorithm 
execution time and computational cost. The use of K-means clustering methods increases the 
overload of the offline modeling. Therefore, in this research, the optimized K-means method is 
used to cluster sessions. The improved method causes an increase in speed. To cluster user 
sessions, at first, each session is converted to a vector of numbers  ,and to increase the work speed, 
the fraction denominator in  cosine similarity is stored in this array for each session. The square of 
the sum array is also placed at the end of each line of the array.  In this research, after obtaining the 
interest of each user in pages, optimized K-means clustering is used to group users and cosine 
distance is used as a similarity metric. The steps are described below:  

A. The matrix is obtained by the number of times that the user visits the page. 
B. k is selected as the number of clusters. 
C. The data set is equally divided into k parts and from each part a value is randomly selected as 

the center. 
D. The cosine distance of these centers is obtained. 
E. Similarity was more to each center, placed inside the it cluster. 
F. When the first iteration is finished, the center will be updated.  In order to, (the distance to the 

power 2) of each center from all the elements is obtained within the cluster, and at the end, the 
square root of that cluster is obtained. The new point is the center of the cluster. 

G. For the second iteration, we need to calculate the cosine distance of all users from each center, 
and again, each user was closer to each cluster, add to that cluster. 

H. We continue the steps until we reach a specific error, which is calculated. 
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I. After 5 to 10 times, if the error is not less than a determined  value, we finish the clustering 

work. 

This research uses an optimized K-means cluster for clustering the user sessions and considers the 
mean vector for each cluster. Primary clusters are randomly created. Different results are obtained 
at each time of the implemented K-means algorithm with different k values. The best number of 
clusters is obtained for k=30 by choosing different values for k and investigating results; hence, 
the precision and accuracy are increased for this number of clusters. The mean vectors of each 
cluster are the output of this step as one of the main inputs of the neural network.   

4.3 Neural network for determination for corresponding cluster 

The motivation to use the neural network comes from the fact that a neural network, unlike a linear 
program, can perform a task of high complexity, and the neural network provides better reliability 
due to its loop structure and parallel nature [47]. Neural networks are used as a classifier algorithm 
to train data. After creating the mean vector, a neural network is used to find the most similar 
cluster to the user's session in the online phase. Initially, the neural network is trained with each 
mean cluster. At the start of the current user session, we can determine  which cluster this session 
belongs to. This is done by neural network training. In fact, the mean vector of each cluster is 
considered as the input of neural network, and the most similar cluster number to the current user 
session is considered the output of the neural network. A three-layer perceptron network with 
input, hidden and output layers is the applied neural network. In this research, 75% of the dataset 
is used for neural network training, and the remaining 25% for testing. The backpropagation 
algorithm is used to learn the network. A hidden layer is used in the network, and then it is trained 
in Matlab software with several different neurons. The sigmoid activation function is also used at 
the hidden and output layers. In the training phase Figure 2, the input of the neural network is a 
matrix that includes the mean vectors of the clusters. Each mean vector shows the motion models 
of the cluster users in a specific set of visited web pages. After building the neural network, it is 
determined which cluster each test session has the highest similarity to. Therefore, the output of 
the neural network is the number of clusters, that have sessions with the highest similarity to the 
test session being considered.  

 

Figure 2.  Neural network training 
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4.4 Recommended Markov Model 

The innovation in this article refers to the usage threshold specifically for Markov models. In the 
context of Markov models, a usage threshold could be a predetermined level of data or usage 
required for the model to effectively capture and predict patterns. The usage threshold in a Markov 
model may be defined as the minimum amount of data or observations necessary for the model to 
produce reliable results. It helps ensure that the model is trained on a sufficient amount of data, 
thus improving its accuracy and predictive capabilities. Implementing a usage threshold in Markov 
models can have several benefits. It can help prevent premature or inaccurate predictions when the 
model doesn't have enough data to make reliable inferences. It can also aid in resource allocation 
and decision-making by providing a clear guideline on when the model is considered robust and 
can be relied upon. The recommended Markov Model is used to predict the next webpage. In many 
cases, the low-order (first) Markov models cannot accurately predict the next visited page by users 
because these models do not take a deep look at the user's past and only predict on the basis of a 
visited last page. Therefore, our recommended model does not consider the first-order Markov. 
The higher-order Markov models should be used for better precision. On the other hand, higher-
order Markov model has limitations such as high complexity and many states. A method is 
recommended to solve this problem:  

A) Calculation of All-Kth-Order Markov model for each cluster (in online mode), is shown in 
Table 3. 

Table 3:  Algorithm of All-Kth-Order Markov model [48] 

  Algorithm: All Kth Prediction 
  Input: user session, x, of length K 
  Output: Next page to be visited, p 

    1.  𝑝←𝑝𝑟𝑒𝑑𝑖𝑐𝑡(𝑥,𝑚𝑘). 
    2. 𝐼𝑓 𝑝 𝑖𝑠 𝑛𝑜𝑡 0 𝑡ℎ𝑒𝑛 𝑟𝑒𝑡𝑢𝑟𝑛 𝑝 
    3. 𝑥←𝑠𝑡𝑟𝑖𝑝 𝑓𝑖𝑟𝑠𝑡 𝑝𝑎𝑔𝑒 𝐼𝐷 𝑓𝑟𝑜𝑚 𝑥 
    4. 𝐾←𝐾−1 
    5. 𝑖𝑓(𝐾= 0) 𝑟𝑒𝑡𝑢𝑟𝑛 ′𝑓𝑎𝑖𝑙𝑢𝑟𝑒′ 
    6. 𝐺𝑜𝑡𝑜 𝑠𝑡𝑒𝑝 1 
    7. 𝑆𝑡𝑜𝑝 

B) Getting the best order within each cluster (in offline mode)  
C) Considering a threshold (to determine that it continues to which Markov order in offline mode).  
D) Calculation of threshold is as follows:  

 Accuracy is obtained for each Markov order (for instance, 2, 3, 4, and 5).  

 Threshold is equal to obtained mean Accuracy for each Markov order, is shown in Table 4.  
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Table 4:  Algorithm Calculate Threshold 

  Algorithm: Calculate Threshold (Nth Markov,train) 
1. double accuracy = 0 
2. for i=2 to i ≤ Nth Markov 
3. Hash(i,train) 
4. accuracy = accuracy + Testi (train,test,i,i) 
5. end for 
6. accfinal + = (accuracy / (Nth Markov - 2)) 
7. threshold = (accfinal.Sum / accfinal.Count) 
8. Stop 

E) Accuracy number of each order is then compared with threshold number. If it is greater than 
threshold, then that order will be the best order and our target answer.  

F) The proposed method is compared with the defined methods. 

In online mode, the same order applies when cluster is specified. 

5 Implementation  

The recommender system aims to calculate a recommended set, rs, for the current user session, 
which has the highest match with the user's interest. This section is the only online component of 
the system and should be efficient and accurate. Therefore, any input vector in the test section is 
divided into two parts and it represents the user's interest. The first part of each vector is considered 
as the current user session, and the second part is considered as pages that should be recommended 
to users (rpt). Then, the output of the recommended system (rs) is compared with the second part, 
and the system efficiency is evaluated by obtaining the correct number of recommended pages 
(rp). The number of recommended pages and two metrics, precision and recall, are the parameters, 
that affect system efficiency.  

5.1 Precision calculation method  

Precision is the ability of the recommender system to generate precise recommendations. The 
precision of a recommendation is simply equal to the ratio of correct ones to the total number, as 
shown in equation 1. 

According to the correct recommendation, if a session is generated based on the visited section, 
then the user session occurs.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑟𝑠, 𝑟𝑝) =
| ∩ |

                                                                                                                                (1)   

Values of precision of comparative models for two datasets are shown in Table 5 and Table 6. As 
it is shown, in both tables our approach has the best results. 
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Table 5:  Calculated Precision using of NASA Dataset 

 

Rank 
Our 

Proposed 
Method 

Mamoun, 
et al., 
2012 

All-
Kth-

Markov 

All-Kth-
Dempster’s 

Rule 

Dempster’s 
Rule 

All-
Kth-
ARM 

ARM ANN 

1 0.19 0.18 0.16 0.21 0.21 0.10 0.05 0.15 
2 0.35 0.32 0.31 0.30 0.30 0.11 0.06 0.21 
3 0.42 0.39 0.37 0.33 0.33 0.12 0.06 0.25 
4 0.47 0.43 0.41 0.38 0.38 0.12 0.06 0.30 
5 0.51 0.46 0.44 0.40 0.40 0.13 0.06 0.33 
6 0.53 0.49 0.46 0.45 0.45 0.14 0.06 0.37 
7 0.55 0.51 0.48 0.48 0.48 0.14 0.06 0.40 
8 0.57 0.52 0.50 0.50 0.50 0.15 0.06 0.45 
9 0.58 0.53 0.51 0.51 0.51 0.15 0.06 0.48 
10 0.60 0.54 0.52 0.53 0.53 0.16 0.06 0.50 

 
 
 

Table 6:  Calculated Precision using of UOFS Dataset 

Rank 
Our 

Proposed 
Method 

Mamoun, 
et al., 
2012 

All-
Kth-

Markov 

All-Kth-
Dempster’s 

Rule 

Dempster’s 
Rule 

All-
Kth-
ARM 

ARM ANN 

1 0.18 0.16 0.15 0.19 0.18 0.09 0.04 0.11 
2 0.32 0.30 0.32 0.25 0.27 0.10 0.04 0.18 
3 0.40 0.37 0.35 0.30 0.30 0.11 0.05 0.22 
4 0.45 0.42 0.38 0.35 0.35 0.11 0.05 0.27 
5 0.48 0.44 0.4 0.38 0.38 0.12 0.05 0.30 
6 0.50 0.46 0.45 0.41 0.42 0.13 0.05 0.34 
7 0.52 0.48 0.47 0.44 0.46 0.13 0.05 0.38 
8 0.54 0.50 0.49 0.48 0.48 0.14 0.05 0.44 
9 0.56 0.51 0.52 0.50 0.49 0.14 0.05 0.46 
10 0.58 0.52 0.54 0.52 0.51 0.15 0.05 0.48 

 
5.2 Accuracy calculation method  

The method introduced in [48] is used to calculate accuracy of our Proposed method. Ranki in this 

Method of Mamoun A. Awad et al [49] is used to calculate accuracy of recommended method. 

Method which means that user's i next page is predicted instead of a page. If one of these i pages 

is the user's next real page, then the prediction is right. 

 Hit: If prediction is correct (or if the prediction is in the prediction list in the case of 
applied rank), hit will increase by a unit.  

 Miss: If prediction is incorrect (or not available in prediction list).  
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 Match: Match will have one unit of increase if it recommends at least a page to user 

regardless of correct or incorrect prediction of the next page.  

The last page is kept and prediction is done for all remaining pages in order to identify accuracy 
of prediction in each session. 

Accuracy of prediction is equal to ratio of correct predictions to total number of matches, is shown 
in equation 2: 

  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =                                                                                                                                              (2)   

Table 7 shows the accuracy values obtained from the training set (NASA data) for training neural 
network. The best accuracy is obtained with 75% training set and in rank = 10. 

Table 7:    Calculated Accuracy with training set for training neural network (NASA Dataset) 

 Training (%) 
50 60 75 

Rank    

1 0.06 0.07 0.16 
2 0.07 0.11 0.31 
3 0.09 0.17 0.38 

4 0.12 0.22 0.43 
5 0.14 0.25 0.46 

6 0.15 0.28 0.48 
7 0.17 0.29 0.51 
8 0.18 0.31 0.53 

9 0.19 0.32 0.54 
10 0.21 0.34 0.55 

 

Table 8 shows the accuracy values obtained from the UOFS trained dataset for training neural 
network. The best accuracy is obtained with 75% training set and in rank = 10. In 60% of training 
set, rank = 1and rank = 2 shows an equal value of accuracy. 

Table 8:    Calculated Accuracy with training set for training neural network (UOFS Dataset) 

 Training (%) 
50 60 75 

Rank    

1 0.04 0.06 0.12 
2 0.05 0.06 0.25 
3 0.06 0.16 0.28 

4 0.08 0.19 0.37 
5 0.09 0.23 0.4 
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6 0.1 0.26 0.42 

7 0.11 0.28 0.46 
8 0.13 0.3 0.48 
9 0.14 0.33 0.5 

10 0.15 0.34 0.52 

Values of accuracy of comparative models for two datasets is shown in Table 9 and Table 10. As 
it is show in Table 9, the accuracy of our approach is better than others except for rank = 1. The 
best performance is achieved for rank = 10. 

Table 9:   Calculated Accuracy using of NASA Dataset 

Rank 
Our 

Proposed 
Method 

Mamoun, 
et al., 
2012 

All-
Kth-

Markov 

All-Kth-
Dempster’s 

Rule 

Dempster’s 
Rule 

All-
Kth-
ARM 

ARM ANN 

1 0.16 0.24 0.14 0.14 0.12 0.05 0.02 0.10 
2 0.31 0.26 0.28 0.20 0.17 0.06 0.03 0.14 
3 0.38 0.28 0.34 0.24 0.20 0.07 0.03 0.17 
4 0.43 0.29 0.38 0.28 0.25 0.07 0.03 0.20 
5 0.46 0.30 0.41 0.31 0.26 0.07 0.03 0.23 
6 0.48 0.31 0.43 0.34 0.30 0.07 0.03 0.25 
7 0.51 0.32 0.45 0.38 0.33 0.07 0.03 0.28 
8 0.53 0.33 0.46 0.40 0.35 0.09 0.04 0.30 
9 0.54 0.34 0.47 0.42 0.37 0.09 0.04 0.32 
10 0.55 0.35 0.49 0.44 0.39 0.09 0.04 0.34 

Therefore, in Table 10, our approach has the best performance in all cases except for rank 1 and 
2. 

Table 10:   Calculated Accuracy using of UOFS Dataset 

Rank 
Our 

Proposed 
Method 

Mamoun, 
et al., 
2012 

All-
Kth-

Markov 

All-Kth-
Dempster’s 

Rule 

Dempster’s 
Rule 

All-
Kth-
ARM 

ARM ANN 

1 0.12 0.20 0.1 0.12 0.11 0.04 0.01 0.07 
2 0.25 0.22 0.22 0.18 0.15 0.04 0.02 0.11 
3 0.28 0.24 0.26 0.20 0.18 0.05 0.02 0.15 
4 0.37 0.26 0.32 0.24 0.22 0.06 0.02 0.18 
5 0.40 0.28 0.34 0.28 0.24 0.06 0.02 0.20 
6 0.42 0.29 0.38 0.31 0.27 0.06 0.03 0.23 
7 0.46 0.30 0.40 0.35 0.30 0.06 0.03 0.26 
8 0.48 0.32 0.42 0.37 0.33 0.08 0.03 0.28 
9 0.50 0.33 0.43 0.39 0.35 0.08 0.04 0.30 
10 0.52 0.34 0.45 0.42 0.37 0.08 0.04 0.32 
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6 Evaluation of results  

In this section, comparative results of the accuracy of the proposed model are presented by 
considering the different values of 50%, 60% and 75% of training set (NASA and UOFS dataset) 
for training the neural network. The x-axis of the figure shows the rank and the y-axis shows the 
accuracy of the proposed method. Note that in 75% of the training set used for training the neural 
network provide highest accuracy. In addition, in rank = 10, the proposed method provides the 
highest accuracy Figure 3, Figure 4. 

 
Figure 3.  Improvement of Accuracy with training neural network (NASA Dataset) 

 
Figure 4.  Improvement of Accuracy with training neural network (UOFS Dataset) 

As it can be seen in Figure 3 and Figure 4, when the neural network is trained with a larger training 
set, the accuracy of the proposed method also increases. 

In addition, we compare and present prediction results with seven different models and two 
datasets NASA and UOFS is used. These seven models include the proposed method in [48], 
ARM, ANN, model, Dempster’s Rule and another three hybrid models. The hybrid models consist 
of All-Kth-Dempster’s Rule, All-Kth-Markov and All-Kth-ARM. Furthermore, the combination 
of the Markov model with ANN is considered as Dempster’s rule and ANN combination with All-
Kth-Markov is considered as All-Kth-Dempster’s rule. The concept of ranking is used in the results 
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of this research; rank n means that performed prediction is correct if the predicted page is among 
the top n pages that have the highest reliability. The accuracy of our proposed method compared 
to the presented method in [48], and the accuracy of the proposed method in compared with the 
All-Kth-Order Markov model and ANN, ARM, All-Kth-ARM, Dempster’s Rule, All-Kth-
Dempster’s Rule, the dataset of NASA is applied (Figure 5). 

 

Figure 5.  Comparison of accuracy of proposed method with [48] and All-Kth-Order Markov Model, ANN, ARM, All-Kth-
ARM, Dempster’s Rule, All-Kth-Dempster’s Rule (NASA data set). 

According to the obtained results of this research, it seems that a combination of classification and 
the Markov model can increase the accuracy of the recommended model. An increase in the 
accuracy of the recommended method is due to the existence of further similar sessions in a cluster 
that increases Hit. Furthermore, data clustering of this research is done based on three metrics: 
frequency, date and time of user presence on the page, so clustering users with the same interests 
will increase accuracy. Figure 6 shows the precision of our proposed method compared with the 
presented method in [48] and All-Kth-Order Markov, ANN, ARM, All-Kth-ARM, Dempster’s 
Rule, and All-Kth-Dempster’s Rule. The result shows the precision of the recommended method 
compared with [48], All-Kth-Order Markov model, ANN, ARM, All-Kth-ARM, Dempster’s Rule, 
and All-Kth-Dempster’s Rule. The dataset NASA is applied. 
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Figure 6.  Comparison of precision of proposed method with [48] and All-Kth-Order Markov model, ANN, ARM, All-Kth-
ARM, Dempster’s Rule, All-Kth-Dempster’s Rule (NASA data set). 

Accuracy of our proposed method compared to the presented method in [48], and the accuracy of 
the proposed method in comparison with the All-Kth-Order Markov model and ANN, ARM, All-
Kth-ARM, Dempster’s Rule, All-Kth-Dempster’s Rule, the dataset of UOFS is applied (Figure 7). 
Simulation results indicate that the accuracy of our proposed method is higher than the each in 
[48] and All-Kth-Order Markov model and ANN, ARM, All-Kth-ARM, Dempster’s Rule, All-
Kth-Dempster’s Rule. The result is shown in Figure 5 and Figure 7. Figure 6 shows the precision 
of our proposed method compared with the presented method in Mamoun A. Awad et al  [49] and 
All-Kth-Order Markov, ANN, ARM, All-Kth-ARM, Dempster’s Rule, All-Kth-Dempster’s Rule. 
The result shows the precision of the recommended method compared with [48], All-Kth-Order 
Markov model, ANN, ARM, All-Kth-ARM, Dempster’s Rule, and All-Kth-Dempster’s Rule. The 
dataset UOFS is applied. Simulation results indicate that precision of our proposed method is much 
higher than recommended method in [48] and All-Kth-Order Markov model, ANN, ARM, All-
Kth-ARM, Dempster’s Rule, All-Kth-Dempster’s Rule. As shown in the figures, the ARM5 and 
All-Kth-ARM methods have the lowest accuracy and precision. Result is shown in Figure 6 and 
Figure 8. 
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Figure 7.  Comparison of accuracy of proposed method with [48] and All-Kth-Order Markov Model, ANN, ARM, All-Kth-
ARM, Dempster’s Rule, All-Kth-Dempster’s Rule (UOFS data set). 

 

Figure 8.  Comparison of precision of proposed method with [48] and All-Kth-Order Markov Model, ANN, ARM, All-Kth-
ARM, Dempster’s Rule, All-Kth-Dempster’s Rule (UOFS data set). 

 Recall parameter is not evaluated in this research because recommended pages are compared 
only with the last page. 

6.1 Discussion 

Accuracy and precision are two important issues in designing recommender systems.  UOFS 
datasets are much larger than NASA databases, clustering very large databases, as UOFS is very 
time-consuming, which is done faster using the optimized K-mean clustering method. The results 
obtained in this research show that the size of the sessions is effective in the clustering process so 
the smaller session size reduces the accuracy and precision which is one of the disadvantages of 
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clustering by the K-means method, but this reduction is not significant. Previous methods have 
evaluated a limited number of Ranks, but in this research, evaluation improved the accuracy and 
precision of the recommender system by considering more Ranks. Therefore, in our proposed 
method, by considering the greater number of pages and in higher ranks. In the experiment 
performed on the trained neural network using by training set (NASA and UOFS dataset), the 
effect of the percentage of the training set was determined. If the neural network is trained with 
more training sets, the accuracy and efficiency of the proposed method also increases, and the 
effect of rank is still significant because with increasing rank, the accuracy of the proposed method 
increase. In both the NASA and UOFS training sets, 75% of the training set for training neural 
network provides the best results. Therefore, the effect of trained a neural network for obtaining 
the highest accuracy is completely clear. Because the performed experiments on low percentages 
of training sets provide low accuracy and time-consuming, are not studied in this research. The 
accuracy and precision increase and efficiency of the proposed method increase compared to the 
previous methods. The proposed method can be expanded, because there is the ability to add 
several new prediction methods to it, which increases the improvement of accuracy and precision 
for prediction. 

7 The Proposed method  

In the present research, user sessions were first identified by pre-processing web server log files, 
and then their sessions were clustered based on three features: frequency, date and duration of the 
user's visit to the page. As a result, clustering users with the same interests will increase accuracy 
and precision. The neural network was used in the online phase to identify clusters associated with 
the recommended Markov model and then used by considering of threshold for predicting users' 
requested web pages. The evaluation was done based on comparing the recommended system with 
the All-Kth-Order Markov model and presented methods in [48] and ANN, ARM, All-Kth-ARM, 
Dempster’s Rule, and All-Kth-Dempster’s Rule. According to the results, the precision of 
recommended system is higher than all three methods, in other words, efficiency of the 
recommended system is higher than the All-Kth-Order Markov model and presented methods in 
[48], and ANN, ARM, All-Kth-ARM, Dempster’s Rule, and the All-Kth-Dempster’s Rule in 
prediction by consideration of a higher number of pages. The precision of the recommended 
system is also higher than the All-Kth-Order Markov model and presented methods in [48] and 
ANN, ARM, All-Kth-ARM, Dempster’s Rule, All-Kth-Dempster’s Rule. Results of tests indicated 
that our recommended method has higher precision in the recommendation of web pages to users. 
In addition, there are some suggestions for future work: (1) In this research, the neural network 
was used as a classifier, and other classification algorithms can be used for future work. (2) In this 
research, the optimized K-means clustering algorithm was used to cluster the user's session, this 
method can be combined with other clustering methods. (3) In this research, features of frequency, 
time and date of page visit are used to determine the weight of pages, for future research it can be 
used from other features extracted from the web log file. 
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